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I. Introduction

Mesoscale modeling is still the province of research institutions rather than the tool

of operational forecasters. The primary problem with niesoscale models is that either

they require supercomIIlputer power such ats is available fi-om a \ ('ra compu(er, or

they are too slow to produce useful results in time to be useful as predictions. Thus.

despite the clear needs of forecasters for mesoscale guidance. most operational

forecasters must use output from synoptic-scale models such as the Nested Grid

Model (NGM) from the National Meteorological Center. The grid size of this model

is about 90 kni, which results in unacceptable resolution for mesoscale events. For

example, the entire region of Massachusetts, Connecticut and Rhode Island is

contained within four NGM grid boxes. Not even the seabreeze circulation can be

resolved in a model such as the NGM.

As described in Seitter and Colby (1992). a simplified, but physically complete model

can be developed which can run on a relatively small comnputer in real-time. The

following report describes the steps taken during the past year to provide automatic

initialization of the model from real data, a necessary and important requirement for

running the model in an operational mode. In addition. an error involving the New

England terrain has been corrected, thus reducing noise in the simulations.

2. Noise

As tests were conducted with the model using an idealized New England initial data

set, computational noise appeared along the northern edge of the fine mesh domain. D

This noise amplified over time, and eventually became unstable. causing the model to

crash. Figure I shows the initial data for this hypothetical case, data which are very

smooth initially. The pressure field was initialized to be in approximate geostrophic

balance with zonal winds of 10 knot,- at all levels. One thernodynrmic :;0ounding , ias
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input and spread Io all grid points, thus there were no tenmperature gradients above

the surface.

After 12 hours, the model solution in the fine grid domain is as shown in Fig. 2. in

which the noise in the sea level pressure field is quite prominent. A series of high and

low pressure regions appears along the northern boundary. 1eatures which not only

did not appear in the real data, but which are unrealistic meteorological features.

With general west-northwest flow, and the absence of anN forcing aloft, there is no

reason for a pressure field such as this.

For a number of reasons, we suspected that the problem lay in the terrain field in the

interface region. The scale of the waves, while not on the order of twice the grid size.

is nonetheless regular, suggesting a numerical instability. This noise looks very much

like a set of waves running along the interface region. The terrain in this area is a

series of ridges and valleys, and the /onal wind would blow essentially perpendicular

to these terrain features. Additionally, after presenting this figure in a talk at the

Naval Postgraduate School in Monterey, a scientist in the audience remarked that

these waves were similar to features she had encountered in a niesoscale modeling

situation which were related to terrain problems. After some experimentation, we

finally smoothed out this terrain, and were able to integrate the model over a

complete 24 hour cycle without generating these waves. Further experimentation led

to a partially smoothed terrain field in the interface region. as shown in Fig. 3. The

model solution is shown in Fig. 4 for 12 hours, a time near when the model had been

crashing. Obviously, the field is much more coherent. The field at 24 hours is as

shown in Fig. 5. The initial field is not reproduced, as the day's heating and the

zonal wind flow have made some permanent changes. Nevertheless, the final field

looks quite reasonable and is qualitatively quite similar to the initial data field 24

hours previous.
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Figure 2. As in Fig. I, after 12 hours of model integration.
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Figure 3. Terrain for the Fine mesh in meters.
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Figure 4. As in Fig. 2 for model run with terrain as shown in Fig. 3.
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3. Automatic Initialization

One of the major ob~jecti\ e, of the current contract is to develop the ability to run the

model in an operational setting. As a step in this direction and to test the model's

abilit, to use real field,. A e decided to use real dala to initialize the model. This

would also allow us to I nd out if the model could reproduce reality in New England

terrain. We ne,:d a three-dimensional data set uhich includes pressure, temperature.

humidity, and wind data oxer both fine and coarse grid domains. The data available

vperationally include the North American radiosonde data at 00 and 12 UTC, and

!he ,urface airways hourli reports. Sbip and buoy data are also available, but have

not been explored nor merged " ith the other data at this time.

\N e had initially planned to produce a set of initial fields by hand calculation, but it

became quite obvious that this process would be long and tedious. With the

GF%\PAK graphics code. which has the capability to grid real data using the

Barnes-type analyis scheme, it seemed obvious that we would be better off wi iting

the code to prepare the Fields For the model automatically, since this was a capability

%k* eV.,1uld eventuallh need.

Thi> process was not ait, simple as it had first appeared. We already had experience

gridding surface data. but tihe extrapolation to upper air data was not straight--

f'or% ard. The fields produced w'ere very lump)y, unrealistic, and. as it turned out,

mil-alanced. Additional problems cropped up with the order of grid points

produced I,\ the ( iIPMIA,\K ,ofmare. E\entuallh, the necessary code was developed

and debtu-gged.

Sevkeral steps are requircd to facilitate model initialization: decoding of rav data.

"Fridd1ing the decoded data. checking the grids for bad observations, extrapolating the

eriddcd data into data -\ oid regions. and finall interpolating the gridded data onto

the node'Fs surfaces,. Most o, these steps uie Ioutine., included with our Gempak

X



graphics software package.

Raw upper air data are received at 00 and 12 UTC daily on our computer from I he

network of stations in North Apiet.ca. To use these data in the model, ýe run a

Gempak decoder I hich unpacks and rearrn ges the dat a tIr ,ach So iiid ing loca1 ion,

A second Gemrpak routine runs thrrough this decoded data to Ifind those location-l

, hich fall within a recion which surrounds our model coarse rid. Man'"
experiments were required to find the optimal region for thih proce: too small a

region resulted in a poor interpolation, while too large a region gave results wNhich

were excessivel\ smooth. The current analysis uses data ý\ ithin 5 degrees of latitude

of our model coarse grid domain.

A second series of-Gempak routines is then run to produce gridded data over both

the coarse and fine grid model domains. Gridded fields arc produced at 100 mb

intervals from the surface to 100 nib for each of the important modei variables:

temperature. mixing ratio, and surface pressure. Wind field, are also produced (u

and v components) but are not presently used in the model initialization.

The next step incorporates the last three processes referred to above. Our owkn

routine reads the output Fields into a series of arrays. Each data value is checked Ior

out of bounds values: Gempak inserts a flag value for missine data. Missing or

unusual values are flagged, and at the present time, the computer operator is queried

to provide a correct value. This is most important for our current model domain.

since a large part of it extends over the Atlantic Ocean. The G(empak interpolation

scheme is unable to provide data for part of this region, since there are no upper air

soundings there. We presently use either National Weather Serv ice operational
analyses to provide data for these grid points, or extrapolate the current anal\,is out

analyses~ provid dat forthse ri

to the domain edges. This is primarily a problem only for the coarse grid: the Fine

grid domain is close enough to the coast for the Gempak analksis to completelx

cover it.
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The routine then proceed,, to interpolate the 100 mb spaced fields to the model eta

le\ els. Each point in the domain must be handled individually, since the vertical

level,, all depend upon the surlfce pressure, which varies with grid point elevation.

Everything is done in a man nc, to ensure consistency between the model terrain and

the resulting fields. After this process is complete, the fields are written out to disk

files in a format read\ for tile actual model.

Within the model. inmmediately after the data are read in, the u and v components are

:onmputed using geostrophic balance. This is admittedly an overly simple initial--

ization. but it ensures a snmooth and noise-free model domain. Eventually, after

,:ondensation is added to the niodel, we intend to introduce initial divergence

eonistent ,,ith initial precipitation. Until then, we will continue to use the

geo,t rophic balance in it ialiation.

.4 Cdse Study

W,: haxe run several case studies to test this process; some have been successful and

soni- ha'e not. The problem with the unsuccessful runs seems to be with bad data

%\ hichi manage to pass throup.h1 our quality control checks. We are continuing to

%kork on this problem We have also had some trouble with Gempak routines being

unahle to al\\a\s proprrl\ decode sounding data. The case study shown here is one

,,j hieh ha, ,,orked quite "ell. The data are from 10 July 1992. and are characterized

b% relativel\ strong northwesterl> fow at most levels in the atmosphere. The initial

fields (not ,,ho\\ ni) are smooth. and show northwest flow at both the surface and

lol 11In the lour¢e, thint o011om . notice that the display ol'output has been modified

to produce maps at standard lkvc.ls II the atnIlophere instead of ai model eta levels.

I hi,, makes, it muc.h eaiCr to interpret the output. as well as compare it to actual

NM(' anal,,es.
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Figure 6. Fine mesh solution after 12 hours of model integration using initial data
from 10 July 1992. Contours show sea level pressure in rnb. and winds are plotted

conventionally in knots.
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After 12 hours (almost 6 PM local time), the fields have changed as shown in Figs. 6

and 7. Notice that a trough has developed along the coast in response to differential

heating over the land and the sea. The northwesterly flow is too strong to permit an

actual sea breeze to develop, despite the new pressure gradient. By 18 hours (about

midnight local time), this trough has largely disappeared, and the flow is back to its

northwesterly orientation (see Figs. 8 and 9). At 24 hours (just after sunrise the next

day). the fields look very much as they did at the initial time (Figs. 10 and HI).

When we compare these last two figures with the actual NMC analyses we can see

tlhat the model results do not duplicate reality. Further comparison, however,

reveAls that the ridge f'ealure which produced the initial northwest winds had largely

relaxed during the following 24 hours. Since this model run uses fixed boundary

conditions. there is no way for this to be reproduced in the model run. Thus, we are

encouraged by the model performance, but are now ready to introduce time

dependency in the boundary conditions.

5. Future Work

The effort to incorporate variable boundary conditions is ongoing. The code has

b.-en written to allow either the use of 12 hour data (as are available now for past

:awe studies) or the use of 3 hourly data which will be available in a forecast mode in
real time from the NGM grid point data stream. Two other small efforts are

continuing. We have found that our new MicroVAX 4000 VLC workstations are

more than t"ice as l.Ist as tOle MicroVAX 3500. Thus, we have set up the model to

run on one of these workstations to speed up development work. Current computer

techlinology clearly ha.s advanced significantly, and will allow greater complexity to be

added to the model without compromising the real-time availability of the model

results. The second small elfort which is in progress is the incorporation of a dry

con' ective adjustment scheme. We found that under certain circumstances, the

model was developing absolute instability at some grid points. A scheme to correct

12
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F,,gure 8. As in Fig. 6 after IS hours of integration.
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F;iudre 10. As in Fig. 6 atfter 24 hours of hnteralion.
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this has been written, but not fully debugged. Work on this will continue. The next

major effort will be to include First clouds and then precipitation processes in the

model. This is obviously crucial to model utility and will represent a major effort

over the next year.
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